
Philip Amortila B philipa4@illinois.edu
Í www.philipamortila.com

Updated: Jan 2024

Education
2019–2024 PhD Computer Science, University of Illinois at Urbana-Champaign.

{ Advisor: Nan Jiang [web page]
{ Thesis Proposal: Power and Limitations of Function Approximation for Efficient

Reinforcement Learning [pdf]
{ Committee: Nan Jiang, Csaba Szepesvári, Maxim Raginsky, Arindam Banerjee.

2017–2019 MSc Computer Science, McGill University.
{ Advisors: Prakash Panangaden, Marc G. Bellemare
{ Thesis:Couplings in Reinforcement Learning – Applications to State Abstraction and

Algorithm Analysis [pdf]
{ GPA: 4.00/4.00

2013–2017 BSc Honours Maths & Physics, McGill University.
{ Minor in Computer Science
{ Distinctions: First Class Honours, Principal’s Student-Athlete Honour Roll
{ GPA: 3.75/4.00

Publications
Preprints

[1] Scalable Online Exploration via Coverability
Philip Amortila, Dylan J. Foster, Akshay Krishnamurthy
Preprint [pdf]

[2] Mitigating Covariate Shift in Misspecified Regression with Applications to Re-
inforcement Learning
Philip Amortila, Tongyi Cao, Akshay Krishnamurthy
Preprint [arXiv]

Conference Papers
[3] Harnessing Density Ratios for Online Reinforcement Learning

Philip Amortila, Dylan J. Foster, Nan Jiang, Ayush Sekhari, Tengyang Xie
ICLR 2024 (Spotlight) [arXiv]

[4] The Optimal Approximation Ratios in Misspecified Off-Policy Value Function
Estimation
Philip Amortila, Nan Jiang, Csaba Szepesvári
ICML 2023 [arXiv]
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mailto:philipa4@illinois.edu
http://www.philipamortila.com
http://nanjiang.cs.illinois.edu/
https://static1.squarespace.com/static/604eba1ebaa6172159792948/t/64b8a6adf1649742c09c6da3/1689822894024/Prelim_Document-3.pdf
https://www.dropbox.com/s/f9ix71sxkj79w3o/CouplingsInRL.pdf?dl=0
https://static1.squarespace.com/static/604eba1ebaa6172159792948/t/65c3f6ace7759d66278fdc6a/1707341485167/coverability_icml24.pdf
https://arxiv.org/abs/2401.12216
https://arxiv.org/abs/2401.09681
https://arxiv.org/abs/2307.13332


[5] A Few Expert Queries Suffices for Sample-Efficient RL with Resets and Linear
Value Approximation
Philip Amortila, Nan Jiang, Dhruv Madeka, Dean P. Foster
NeurIPS 2022 [arXiv, talk]

[6] On Query-efficient Planning in MDPs under Linear Realizability of the Optimal
State-value Function
Gellert Weisz, Philip Amortila, Barnabás Janzer, Yasin Abbasi-Yadkori, Nan Jiang,
Csaba Szepesvári
COLT 2021 [arXiv, talk]

[7] Exponential Lower Bounds for Planning in MDPs With Linearly-Realizable Op-
timal Action-Value Functions
Gellert Weisz, Philip Amortila, Csaba Szepesvári
ALT 2021 (Best Student Paper Award) [arXiv, talk]

[8] Solving Constrained Markov Decision Processes via Backward Value Functions
Harsh Satija, Philip Amortila, Joelle Pineau
ICML 2020 [arXiv, talk]

[9] A Distributional Analysis of Sampling-Based Reinforcement Learning Algo-
rithms
Philip Amortila, Doina Precup, Prakash Panangaden, Marc G. Bellemare
AISTATS 2020 [arXiv, talk]
NeurIPS 2019 Optimization in RL Workshop (Spotlight talk)[talk]

[10] Learning Graph Weighted Models on Pictures
Philip Amortila and Guillaume Rabusseau
International Conference on Grammatical Inference 2018 [arXiv]

Technical Notes
[11] A Variant of the Wang-Foster-Kakade Lower Bound for the Discounted Set-

ting
Philip Amortila, Nan Jiang, Tengyang Xie [arXiv]

Workshop Papers
[12] Temporally Extended Metrics for Markov Decision Processes

Philip Amortila, Marc G. Bellemare, Prakash Panangaden, Doina Precup
AAAI 2019 Safety in AI Workshop (Spotlight talk) [pdf]

Work/Research/Visiting Positions
Summer 2023 Research Intern, Microsoft Research New England, with Dylan Foster and Akshay

Krishnamurthy.
Topic: Representation Learning & Modular Approaches to Rich Observation RL
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https://arxiv.org/pdf/2207.08342.pdf
https://slideslive.com/38989901/a-few-expert-queries-suffices-for-sampleefficient-rl-with-resets-and-linear-value-approximation?ref=speaker-24182
https://arxiv.org/pdf/2102.02049.pdf
http://www.learningtheory.org/colt2021/virtual/poster_1345.html
https://arxiv.org/pdf/2010.01374.pdf
https://www.youtube.com/watch?v=2W9xf9xR8KY
https://arxiv.org/pdf/2008.11811.pdf
https://slideslive.com/38927956/constrained-markov-decision-processes-via-backward-value-functions?ref=speaker-24182-latest
https://arxiv.org/pdf/2003.12239.pdf
https://slideslive.com/38930349/a-distributional-analysis-of-samplingbased-reinforcement-learning-algorithms?ref=speaker-24182-latest
https://www.dropbox.com/s/spznh3ub4fku3du/Phil-OptRL-NeurIPS.MOV?dl=0
https://arxiv.org/pdf/1806.08297.pdf
https://arxiv.org/pdf/2011.01075.pdf
http://ceur-ws.org/Vol-2301/paper_30.pdf


Summer 2022 Research Intern, Amazon NYC, with Dean P. Foster.
Topic: Coordination & Communication in Partially Observed Cooperative Games

Fall 2021 Research Intern, Amazon NYC, with Dean P. Foster.
Topic: Optimal Algorithms for Expert-Assisted RL With Linear Features. (See [5])

Summer 2021 Visiting Researcher, University of Alberta, with Csaba Szepesvári.
Topic: Optimal Methods for Off-policy Evaluation With Misspecification. (See [4])

Fall 2020 Visiting Graduate Student, Simons Institute @ UC Berkeley.
Theory of Reinforcement Learning Program. [web page]

Summer 2020 Visiting Researcher, University of Alberta, with Csaba Szepesvári.
Topic: Limits of Sample-Efficient Learning With Linear Features (See [6] and [7])

2019 - 2024 Grad Research Assistant, UIUC, with Nan Jiang.
Topic: Theory of Function Approximation for Reinforcement Learning

2017 - 2019 Grad Research Assistant, McGill University, with Prakash Pananagaden and Marc
G. Bellemare.
Topic: Simple/Unified Convergence Results for Popular RL algorithms. (See [9])

Summer 2016 Undergrad CS Researcher, McGill University, with Prakash Panangaden.
Topic: Minimization and learning of Weighted Automata. (See [10])

Summer 2015 Undergrad Physics Researcher, Simon Fraser University, with Mike Hayden.
Topic: Algorithms/Hardware for Magnetic Particle Image Generation and Interpretation.

Fellowships & Awards
Academic Finalist for Google PhD Fellowship 2023.

1 of 3 selected amongst all applicants at UIUC. Not selected for national competition.
Academic Finalist for Apple Scholar in AI/ML 2022.

1 of 3 selected amongst all applicants at UIUC. Not selected for national competition.
Academic Best Student Paper Award, ALT 2021.
$63,000 NSERC Postgraduate Doctoral Fellowship (PGS-D), NSERC, 2019.
$6,000 Undergraduate Summer Research Award, NSERC, 2016.
$6,000 Undergraduate Summer Research Award, NSERC, 2015.
$800 Tomlinson Engagement Award for Mentoring, McGill University, 2016.
$800 Tomlinson Engagement Award for Mentoring, McGill University, 2015.

Academic Principal’s Student-Athlete Honour Roll, McGill University, 2017.

Service
Reviewer
Journal of Machine Learning Research (JMLR) 2022, 2023
Transactions of Machine Learning Research (TMLR) 2022, 2023
International Conference on Machine Learning (ICML) 2020, 2021, 2022, 2023, 2024
Neural Information Processing Systems (NeurIPS) 2020, 2021, 2022
International Conference on Learning Representations (ICLR) 2023
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https://simons.berkeley.edu/programs/rl20


Teaching Experience
Teaching
Assistant

CS 542 Statistical Reinforcement Learning UIUC, Fall 2023
CS 443 Reinforcement Learning UIUC, Spring 2023
CS 498 Reinforcement Learning UIUC, Fall 2019
CS 598 Foundations of Machine Learning McGill, Fall 2018
CS 551 Applied Machine Learning McGill, Winter 2018
CS 551 Applied Machine Learning McGill, Fall 2017
CS 302 Functional Programming (undergrad TA) McGill, Winter 2017

Tutoring Mathematics Help Desk Tutor McGill, 2015–2017

Languages
English, French Fluent
Arabic Mother Tongue
Python, Mathematica Occasionally
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